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ABSTRACT

[n this paper, we try to give an answer to
the problems about what kinds of information
should be given to every component of a Chinese
simple noun phrase (NP) in order to parse it.
¥e provide a new subcategorization criteria for
the set of nouns , measures and
determinatives. The cooccurrence restrictions
between subcategories are also speciflied.

. INTRODUCTION

Generally speaking, in Mandarin, the word
order of the syntactic categories is specified
by grammar rules which can be viewed as a
sequence of basic categories. In a noun phrase,
the basic categories are the determinatives (D),
measures (M), and nouns (N). They always follow

the same order, i.e. D-M-N: The grammac rule in
which only the hasic syntactic categories nre
distinguished does not provide sufficient

information of determining a legal noun phrase
since there are cooccurrence restrictions
between the constituents in a phrase.
Therefore, for each word, we like to establish a
limited domain of words which are possible to
cooccure with it. Besides, such information
will become necessary if we want to parse and
generate sentences.

»

The simple NP in our definition refers to a
serial construction.

(1) Do ND Al N

SO ab
eg: 1A - W R,
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where DD denotes demonstrative determinatives
SD denotes specifying determinatives

numerical determinatives
guantitative determinatives

ND denotes
QD denotes

cooccurrence
in a
two

to capture the
each connected pair
the following

In order
restriction between
simple NP, we encounter
problems.

alvays the case that the
not complete and cannot
information for' the purpose

[t is
classification is
provide sufficient
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of parsing. Therefore, the first type of problem
{s how much information can be included in the
category and how to patch the remained
information. For example, in Mandarin, there
are some types of measures which cooccur with
the nouns arbitrarily. Such information cannot
be captured from any other syntactic or

semantic aspects. Hence, under each noun its
specific mensures must be attached.
The second type of problen is the

difficulties in giving a clear-cut
classification for the lexicon. The nouns cause
the most serious problem in classification
because there are many nouns wvhich may be
classified into two or two more categories.
Such ambiguous classification will cause
problems in parsing. W¥e vill adapt the concept
of 'feature' to distinguish the nouns in order
to simplify the coump lJexity in the
classification. Under the principle of feature,
overy noun will be classified into only one
cntegory.

We propose our strategies of handling the
subclassification of nouns , cooccurrence
relations between nouns and measures, and will
not discuss them in this paper for Chao (1} has
given a clear classification , which is
represented in Appendix A,

2. SUBCLASSIFICATION OF NOUNS

In the Indo-European language, such as
English, the four basic types of nouns can be
distinguished morphosyntactically. As regards
to Mandarin, an isolated language, the
differences among the four types of nouns are
not reflected on their inflections, but partly
on their cooccurrence restriction with the
measures. The measures in MHandarin are
versatile, and plenty. Different types of nouns
cooccur with different types of measures as .
shown by Chao (1] in the following:

§

1. Individual nouns are associated with their
specific individual measures (PR R ) .

2. Collective nouns do not take individual
measures, but can take temporary measures (86 B &
1) or partitive measures (BB R .

3. Abstract nouns are nouns vhich can only
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take certain group measures (BEBE B 3 ), nmeasures
for verbs (B {F B B9 |3 ) , and partitive
measures, but not individual measures or
standard weasures (M%&) .

4. Mass nouns do not have specific individual
Beasures, but can be modified by D-N compounds
in wvhich H is

a) a standard measure

b) a container measure (BB HEH) or a
temporary measure

c) a partitive measure’

d) a shape in vhich the mass can be
gathered, i.e. a group measure.

Chao has mentioned that there exists the
phenomena of class overlapping on two groups of
nouns.

“In a winority of cases, a word may be an
individual noun or a mass noun by way of class
overlap. For exawple, HH® 'bread’ is an
individual noun in — & 'a (loaf of) bread’,
but a mass noun in —WH —HME "a piece of
bread', "

The second class overlapping Chao has noted
is that "nouns for many abstraction” can also be
"grammatically individual nouns”. {le has given

two examples: M % "two theories' and — {4 5
'a dream’,
N
////”\\\\\\
/////// \\\\\\
A -/A\
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-1 +] -1 +] -1 Cor
1 2 3 4 5 $)
(Mc) Me Me Mc (Me) Me
(Md) Md Md Hd (Md) Hd
(MF) Mf MF Mf (HF) M
Ma Ma Ha
(M1) Mi He He :
Mg Mg
A: abstract Ma: individual measures
M: mass Mc: group measures
[: individual Md: partitive measures
Mg: standard measures Me: container measures

Mi: measures of action Kf: temporary measures

fig. 1 a hierarchical classification of the

nouns

For the convenience of parsing, it is
better to classify a word into only one
syntactic category. ¥e decic> to further
classify the mass nouns and the abstract nouns
into two subsets. The first subset contains the
ordinary mass or abstract nouns. The second
subset contains the nouns of class overlapping.
Thus, the second subset of the mass and abstract
nouns are also individual nouns, as shown on
figure 1. On figure 1. the hierarchical
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structure of our classification also are
represented. Besides, the types of measures
vhich may cooccur vith each subtype of nouns
also are listed under each subtype.

In our system, the concept of 'feature" is
sdapted. Only three features are available in
the the system, i.e, [+/-abstract], (+/-mass]
and (+/-individuall. Ve may notice that in our
system, there are no combination of two features
{+A] and [+M], because a mass noun is used to
refer to the reality, never bhe an abstraction.,
0f course, ‘there are alsp no combination of
(+A), [+M] and (+]]. :

3. COOCCURRENCE RESTRICTIONS
AND NOUNS

BETVEEN MEASURES

The ccooccurrence restrictions betveen the
measures and nouns are complex. There aFe at
least two types of restrictions wvhich are caused
by measures. The first type of restriction
could be clearly understood from the semantic
aspects. The Standard Measures and the
Container Measures belong to this type.
Because the liquids have veight and can occupy a
certain space, they can cooccure with the
Standard Measures of liquidg, veight, or
capacity, and the container measures vhich can
hold liaquids. Since the cooccurrence
restriction is determined by the meaning, ve
will construct a conceptual structure to
indicate their relations(6]. For every category
of nouns,
measures vhich may cooccur with jt.

The second type of association of measures
and nouns is primarily arbitrary and only
roughly in terms of meaning. The individual
measures, group measures and partitive measures
belong to this type. For example, the
individual measures for the animals are
restricted to ¥ . f5. F. & and Ve, but for a
particular aniwal, such as "fish', only f§
and £ could be used. Another example, the
group wmeasures for the people are §f. .
and /5. For &84 "student’, we can only say —§
/—HELAR2E S for the relatives Wak, ve can “only
say —{f/—BiHlaL: and for @ ‘rascal’, we can
only say — 8¢/ —#l/— FWiFw.

Every noun is cooccured with their specific
measures, so that in dictionaries the specific
measures must be cited under each individual

noun. In our system, the specific measures have
to be explicitly stated in each vord. However,
ve don't know how mAny measures to he cited are

ecnough. For Lhe wvord %4 "student', we ecan
have individual measures f8 'an individual’, §r
"polite forh for ge', % 'an individual’', group
measures B 'species', If ‘category', 'sort',
Ht 'squad', Bf "crowd', HE 'batch', B 'rov', 3|
"series’, if ‘column', and partitive measures 4%
"some’, 8549 ‘part’', 2 "half', Mt 'pile’, ¥ 'a
few'. .Some are used with B frequently, some
are used in special occasions, and some are
seldom, maybe never, but permitted in meaning.
Should we cite all the possible measures of a

there will be & éorresponding group of
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noun but waste much time in finding measures
that are seldom used, or should we just cite
measures often being used but lose some possible
assoication? We decide to choose the latter one
and use a strategy to make up the lost. Just
like the way we handle standard measures, we
need a conceptual structure of nouns. After a
conceptual structure of nouns has constructed,
wve built a table collecting measures which are
possible to associate with each category of
nouns, as shown in Appendix B. Thus wve can
reduce the domain of measures associated vith a
noun vhile parsing. But if we want to generate a
new sentence, only the cited measures can easily
be applied.

4. SUBCLASSIFICATION ON THE DETERMINATIVES

Most determinatives are bound and
wnonosyllabic morphemes. They can form D-M
compounds with measures to modily nouns. Some

of them are used to refer a noun, others are

used to quantify a noun.

Chao {1} has classified determinatives into
[our types: demonstrative determinatives (DD),
specifying determinatives (SD), numerical
determinatives (ND) and quantitative
determinatives (QD). DD contains &, AF and Mf
. SD includes . &, . %, F. &, . L. T
L. L. 5. B, BE. £. Ye have added other
SD, d.e. EECEEL ML &, UMb B, WL AL OB
. KO AP G, . @, &k, ND includes
numerals and #. Howvever, in our system, # is
shifted to QD. WYe regard X 'heaven's stems'
and f13%¥ ‘earth’s branches' as ND. QD are
determinatives vhich do not give exact numbers,
but express relative quantities, or in the case
of interrogatives, unknown quantities. They are
Sl TN AN~ SR NI+ - - 7 PN - S I
. UF#, BE. Ve add B, EFETF., ME to this
group, [n Chao(l), all determinatives can be
followed by measures. But in these addition, we
have changed the scope of determinatives and
allowed them to occur before nouns without the
association of measures. The reason is that we
have found some morphemes which are similar to
determinatives semantically but hard to be
classified into any other syntactic categories.
So ve treat thes as determinatives.

are linearly
But it is not
in DD and 3D

¥e find that DD and SD
preceding the ND and QD.
necessary that each determinative
may precede each one in ND and QD. VWe further
classify DD, SD, ND and QD into subsets
according to their meaning, and indicate the
cooccurrence restrictions among them as shown in
table [.

for each word, it would be
limited domain of words
it. This might
Table 1 is used

{n parsing,
better to establish a
which are possible to follow
make the parsing more efficient.
to provide such i{nformation about the
determinatives. For example, for the first
subset of DD, the pther determinatives which
would follow it are only four subtypes: two in

in ND. For the second subset of S0,
izmmediately followed by the measures,

QD and two
it will be

no other determinatives may be inserted.
|
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Table 1: the cooccurrence restrictions betveen

DD, SD and ND, QD. The symble 'v indicates

that they may cooccur together.

5. CONCLUSION

is a problem which is inevitable to
As ve have mentioned

There
the subcategorization.
that it is necessary to subclassify the
syntactic categories according to the
cooccurrence restrictions, which are partly due
to syntactic rFstrictions, but mostly due to the
semantic restrictions. That means, the criteria
of subclassification would be based on the
meaning. Because such criteria can'g be
completely explicit, there would be some words
which may cause a few ambiguities. For example,
there are some types of nouns which are hard to
be classified by the criteria of "abstract”,
such as

the ceremonies : Jiif, HiR, BR. &¥., XFK
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the principles : (3¢5, Fw#. MR, BIL. 152
the signs TR, hE, BE. LM, w3
the plays R, W,

This paper is part of the result of the
project of Chinese Yord Knowledge Base vhich is
being conducted at Computer Center of Academia
Sinica. In this project, the word set is based
on B H MA I (2. Before classify the Ds, Hs
and Ns, wve have given a detajled study on their
cooccurrence restriction and classification
structure (3] (4] (5]. 19, 260 "BR # 'substantives'
have been uanaged, and only few cases, about 2%,
cause controversy during classification. The
data are built not only for parsing, but also
for generating. [t would be more efficient if a
conceptual structure is built.

Appendix A:

Chao has classified measures
types, as shown in the following.

a. Individual measures

b. Individual measures associated with V-0

c. Group wmeasures

d. Partitive measures
e. Container measures
f
4
h
i.

into nine

. Temporary measures

. Standard weasures
Quasi-measures
Measures for verbs of Action

Appendix B:

The coocurrence restrictions between nouns
and the individual, group and partitive
neasures.

0. common measures for every type of Ns:
W, B, ML OHE, 4 op4y LN N
L. celestial body:
W,oME. W, R, 4. 1. B, M. . W, &,
. &8 T
2. topography:
a. plane: S0 R, . &, BE. %
b. mountain: m, ®W. . R, OB, m
c. river, road: &, #. F¥. B, . ®. 1

3. time: R

4. physical phenomena: H NV AN ST -

5. mineral: W, w, W, /. 4. e, 1. 9

6. animal: % . fE. #. BEC b, ®. . . .
v

7. plant:

common measures for this type:
S N N S SN I ” N 1
a. voody: . (E
b. herb: R, ®. K
c. flower: & #h  # . @, K. . . EE
LN 1 SN S+
d. vegetable: W, . M. 4. . BE. . £l
RO ) B |
e. fruit: 8, W. R, K. #h. 1
8. food:
W B, R 9. /R, (5. Q. . oW,
LI IN SN - SR S LM B oo

9. costume and accessories:

FECE R, B B ML WL S, SL E. .
T, %, & W,ow, B, ¥, 7. 9. @, B
M. B, it

10. architecture:
)ﬁ\f\W\m\ﬂ{]\@\R\y‘{\/‘\ﬁ\m\
B, . KL L EH. B, M. O, k. 2N
W, & ‘

11. furniture
ENEGNE N N N NN |

12. living article:
B B L BRL ML BR. M. TE. . . *.
R, &, B, #. B, &, &, 5. #e. £E.
ML, BY -

13. stationery:

8. pen and ink stick: . H. %. &. #. M
VR OB, L MEL B

b. character, paper, book, picture:
.M. OB B R, k. oW, 3. x. H.
7. %, M. 1%, B, 9. B. . . &,

14. machinery:

LWL W, W, FL OB, oM
i

B, ®E, BB M, W\, X, HE. B M. 0
A SR = - (|- § ‘ ‘
15. person:
fir. &, B, 8t. W, &, k. M. H. M., A,
. W B AL B, X, £, B, AL HE \
B. F
18. organ:
E N NI N SN NS SR SR S . 2
O TN N O T SN
17. physiology:
o, g, W, B, N, &, . ®. O

18. game: W, TH, M., K. B

19. medical:

R N TN IS AN TR - SR - S < Y f& .
w.oH, st R, HE. Bk

20. wvespon: ‘
BB. ML PR, M. L M. BL. B . m. B,
HOHEL BT B R, K. PR JEL R M.

21.

traffic equipment:

UNNE GRS SN ¢ AN N NS I T TN I}

22. art activity:

23.
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