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EXTENDED SUMMARY

1. Verb Classification and Language Parsing

For parsing, verb classification is a vital part of syntax, because verbs
are heads of sentences. An appropriate classification of verbs can help a lot
in constructing the whole structure of a sentence, thus in grasping the

senantic meaning of the sentence.

In most linguistic thcories, verbs are classified according to their
syntactic properties, such as transitivity, argument types, etc. Such
syntactic classifications provide a way of defining different phrase structure
rules and sentence patterns of each different class of verbs. However,
classification based purely on syntactic terms can not provide too much
semantic information. Some linguistic theories, such as Lexical-functional
Grammar and Case Grammar, alsc provide mechanisms to explicitly represent
functional or semantic role assignment to constituents. We adopt such a
mechanism — case frame, named after Case Grammar. Due to the fact that
positions of arguments of verbs in a Chinese sentence is highly flexible, case
frames for Chinese verbs also serve the purpose of identifying the syntactic
phenomenon, such as topicalization, relativization, object preposing , etc.

To serve all these purposes, the steps we follow in classifying verbs are:
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(1) what is the case frame of this verb? (2) what are the sentence patterns
associated with this verb? and (3) what are other useful syntactic or semantic

features?

In theory, it is not necessary to identify the classes which each verb
belongs to. Once information are provided according to the three steps, verbs
sharing the same grammatical information forms a natural class. Thus, we are
more or less following the current theory of feature based categorization. A
category is a set of elements with the same feature value set., In such a wavy,
we avoid the problem of multiple classification, but fulfill the purpose of

sentence par‘sing.

In practice, to give a clearer picture and to reduce the storage
requirement, we still provide the higher level classifications for each verb.
Since 'case frame' is a semantic structure of the verb, verbs of the same
subset classified according to their meanings must have similar case frames
and thus the redundant data can be reduced. By this method, we classify the
verbs in Mandarin into the following three main classes, i.e. active verbs,
which have six subtypes, stative verbs, which has also six subtypes, and
classificatory verbs, as shown in (1). Every subtype has its own pattern of

case frame, but details may differ from verb to verb.

(1) active verbs: intransitives
transitives
ditransitives
verbs with sentential complement
pivotal verbs
verbs with verbal complement
stative verbs: intransitives
transitives
ditransitives
verbs with sentential complement
pivotal verbs
verb with verbal complement

classificatory verbs



2. Case Frame

An active verb implies the notin of 'action’, which must be performed by
an 'agent', being the syntactic subject in typical Mandarin sentences. The
class of stative verb is used to describe an entity whose case type is termed
in our system a 'patient'. Syntactically this entity is always the subject.
That means an active verb must have an argument playing as an 'agent’', while a
stative verb has a 'patient’, and both arguments are also the subject of
sentences. Wé further subdivide the verbs according to the number and the
types of other arguments, i.e. post-verbal constituents, Clear description of
the case frames and case restrictions of each subtype will be given in the

full paper.

Each argument of a verb has its own particular semantic restriction, and
this Informaion can help us to identify the function of the arguments. Thus,
based on our case frames, the following sentences should be successfully
parsed, though in the following sentence pairs, underlined phrases of
identical syntactic category (NP) and identical linear order play different

grammatical roles,

(Z)S.ﬁ %i@?o
"I have seen (it).'

b. EE gﬁ H_é' 53/: %L@ T o

'That movie, [ have seen it.'

(Da.ff BATE TRT &7H 7

'Have vou finished the work?'

b ARLE TR f TR T BF?

"The work, have you finished?’

(4) a.§i\= E] gtgg.{\ (%Et 225 o

"Qur company supplies fresh milk.'
b.EEHN HE SBHBEH.

'Those fresh milk will be supplied for every supermarket.’



(Ba.FNF HE o
"Qur company supplies every market in American.’
b.A&LNE H#E EE SBAHE.
"Qur company supplies every kind of beacon in American.’

"Our company supplies American with every kind of beacon.’

B)a.FX N B= ARF —ERRINIE,
'l introduce one beautiful girl to Jangsan's eldest son.’
b3 N8 EB= BB LE —{UEFH/NE,

"I introduce one beautiful girl! in my office to Jangsan.'

(Ma.B= & g BE,
'Jangsan sent one toy car (to someone).’
biE= & EM KHE,

'Jangsan sent Lisz one car.’

(a. = & =M ItE FE,
"Jangsan sent lisz one toy car.’
bEE= & EW ¥ RE,

'Jangsan sent Lisz's father one car.'

3. A Set of Sentence Patterns

To parse more efficiently, in addition to its case frame, ve give every
verb the syntactic information, i.e. the sentence patterns a verb may occur.
Such information can alsc help us to subclassify the verbs. For example, we
can seperate 'pseudo transitives’', which are semantically transitive but
syntactically intransitive, from '‘transitives', which are both semantically
and syntactically transitive. Beside transitivity, there are other syntactic
properties which can help to classify verbs, such as the positions arguments

may appear, the prepositions an argument may be marked with, etc.

Number of sentence patterns are rather large, therefore we have to

determine the domain of our encoding. There are basically two principles:
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first, we consider only simple sentences: secondly, sentence patterns which
are appliable to all the verbs in a class are set as defaults. In the paper,
we will give a detailed discussion about the types of the patterns concerning

these two principles.

4, Conclusion

Qur system provides three kinds of information about a verb: (1) its
required case types with their semantic restrictions, (2) its sentence
patterns, and (3) its semantic and syntactic features. By the first and part
of the third kind of information, we classify the verbs into three main
classes and thirteen subtypes. By the second information, we can further
subdivide those subtypes. For example, the subset of "transitive verbs’,
active or stative, can be divided into two types: the transitives and the

pseudo transitives.

Qur classification of verb has four advantages for language parsing.
First, it can construct the sentence structures much more efficiehtly no
matter how the constituents are ordered, such as the instances in (2)-(8).
Secondly, the semantic features such as the distinction between active verbs
and stative verbs can help to solve many parsing problems. For example, ian
superficially coordinate sentence is composed of one active phrase followed by
a stative one, as in (9), the first clause is usually an adverbial phrase

indicating the temporal dimension, while the second one is the main clause.

(DEZFEZTELERELE,
"Yhile reading books, he likes sitting on the bed.’

<
Third, some semantic properties can predict/ﬁ fixed svntactic representation?
For example, the argument which implies the notion 'event' instantiates as a
syntactic sentence, regardless of whether the argument is pre- or post-verbal.
Fourth, by connecting case restrictions cited in all case frames, we can
construct a conceptual structure., Such structure will be a hierarchical

semantic structure of nouns. 0On the same par, our classification of verbs is
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a hierarchical semantic structure of the verbs., Together they can contribute
to the construction a complete hierarchical structure of knowledge, which will

be another important model in a parsing system.



