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Introduction

Full-text databases and associated processing technology are becoming
increasingly important for library automation, on-line information service
systems, and office information systems. They also play a key-note in
developing new computer applications where automation of the filing and

search procedures will free workers from these time-consuming tasks.

Some major research and development topics related to full-text
database systems now underway include the studies of document
representation, access methods for text, text analysis (in natual
language), and the new hardware for text retrieval. An excellent review of
text access methods and retrieval hardware was given by Faloutsos [ref.
11. And, an eXcellent position paper about full-text databases was given
by Tenopir [ref. 2]. Since full-text of document is usually in natual
language form, the studies mentioned above are unavoidably language
dependent, ie they may not directly applicable to those full-text
processing systems which are not in English. This fact becomes more
obvious while Chinese full-text database systems are confronted, although
at present, only quite limited and scattered effort has been devoted to

the development of full-text database systems in Chinese language.

In this paper, an experimental Chinese text processor (CTP) for
stadying history literatures will bé presented. The system provides both
free-text and controlled vocabulary search for the text. The goal of this
study is to find out the feasibility of using computers, especially small
or microcomputers, as a tool for history studies. Our experiment shows

that by applying existing technology, such a system is higyhly feasible,



The Swvstem

The project of CTP is a part of a long-term research plan; namely
Computer Applications in Humanities(CAH) conducted by the Computing Center
of Academia Sinica, Taipei, Taiwan, ROC. The project CTP was started in
July, 1984. At present, the CTP is still an on-going project in its second
phase. Therefore, as time goes, the system is unavoidably subjected to
change. For the time being, we have two operational prototypes on a mini

and a 16-bit micro, respectively. .

A basic cbnceptual configuration of the CTP is shown in Figure-1. It
can be considered basically as a vorkstation for humanity studies. As
comparing the CTP to an information retrieval system, the major
differences are: the abstract text-structure supporting mechanism, more
supporting tools, and a reinforced application section which supports
documentation generation functions, i.e. user's note-card system [ref. 7,
8], word processor etc. The most important supporting tool, at present
stage, is considered to be the auto-indexing program. These major

differences will be presented in the subsequent sections.

The CTP is designed to facilitate the access of full-text documents,
creating user's own private index systems to both the original text and
user's own note-cards, and the generations of new documents during/after

studies.
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Text Representation

The object document in the full-text data-base under testing consists
of all volumes of & E 7 (for food and goods in meaning) from the history
books of 24 Dynasties(HIM5) of ancient China. An example of ;& is
shown in Figure-2 . It is of the form of an ordinary text book. In this
paper, we will use full-text or text interchangably to indicate such a
type of document. A complete list of the A and associated number of

characters in each book is shown ih Table-1. [ref. 3]

One of the reasons to choose & E as object document is that there
is no tables and figures in them. Therefore, its logical structure is
simple and it is very nature to use a tree-structured representation
scheme in computer to describe the text organization of B . The
tree-structured representation of & ®E is shown in Figure—3. In
Figure-3A, a logical structure of a generalized text-tree is presented. It
is implemented as a part of the system monitor. In Figure-3B, an example
of the physical structure of A ¥ is shown. Each terminating node of
this graph represents a paragraph of the text, respectively. 0f course,
for a more detailed representation, sentences may be considered to be the
terminating nodes. But for the moment, we choose paragraph as the smallest
unit used in the -internal representation of text. If any address to the

sentence level is necessary, it will be carried out by a text-scan and

analysis program within a chosen paragraph.

The advantage of separating the logical structure and physical
structure of the text is obvious: the system is generalized to have the

capability of handling more tree-structured texts.
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Name of the books

Number of characters

| =2 £ F b

% E'B(E, F) 3641
¥ & 14343
EE&%‘E;&\T) 24807
E B (—F7A) 31380
B 1205
& 1161
E B 1108
E"ﬂfﬁ‘ﬁi 8810
¥ o= (kE. F) 49586
& F(—FFH) 52320
Sr:'ieu;\%‘) 214934
T B (—FEAH) 68533
% (—FE ) 68513

Total number of characters

# | 5859820

Table-1: All the volumes of & ZE and their number of characters



Access Methaod

The system provides both the controlled vocabulary search and
free-text search of the text database. At present, for controlled
vocabulary search, only single key-word search is available. The keyword
sets that the system provides include: the name of person{A%&. =),
the name of place, the name of official titiles(Bi'E®), the name of books
appeared in the text, the expressions of time in terms of an era, a
dynasty or an emperor (Bi{t, EF{Y, 5, F58, &5EE%) and 10 classes of
special terminologies such’ as EBi%E (the class of tax terms), EFsi% (the
class cf salt and metals terms) etc. A more depailed example can be Found

in Table-2. [ref. 3]

For each set of keyword, an inverted index file which maps each
keyword onto the related paragraphs of the text is generated in the systenm
geqeration phase. A program that automatically generates these inverted
index files will be described in the next section. At present, only a
manual-driven man-machine interface is available for users to refrieve
text by these system keywords. No logical operators are available at this

stage.

Besides these keywords provided by the system, one important theme of
designing this system is to support user defined keyword searching
facilities through the application section. In other words, this system
supporté two categories of keyword; one is in public domain to be used by
all users and provided by the system, and another is merely created and

used by a user in private manner,
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text retrievel.
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The text-tree also provides a way of retrieval. [t behaves like a
content table of a book. Besides, it also provides proximity functions

that will linite the search of text within a reasonably restricted scope.

For the free-text search, users are always been asked to define the
scope of the search through the text-tree. The free-terms can be any
length of consecutive characters. After a successful free-term search, the
user may ask the system to update his/her private index file by adding the

L4

newly found entry. <

As a Tinal remark of this section, we like to point out that the

. nodes of text-tree are excellent entry points for inverted index files.
Linking the text-tree to the indexing system can provide all information
about the organization and associated attributes of the text to the
retrieval system. And thus, greatly enhanced the performance of the
system. For instance, a field in a node descriptor may be used to describe

A

the length of the text covered by that node. And

from this information, we
may calculate precisely the time needed for a free-term search in advance.
As another example, a broader-term in an thesaurous may be assigned to a

node of the text-tree automatically if its auccessor nodes are indexed by

most of the terms under that broader-terﬁ,



A smuto-indexing

method Ffor Chinese text

The importance of auto-indexing ability to an information retrieval
system ‘s obvious and has been discussed in many papers [ref. 1, 21. For
Chinese text database systems, the auto-indexing ability is even more
important and can be considered as a necessity for overcoming the
feasibility requirements of implementing suzh a system. In this research,
a fairly simple auto-indexing method has heen proposed and, to our
suprise, the results are .especially encouraging. The method is described

as follows,

In Figure-4, a block diagram of the auto-indexing system is
presented. The inputs to the auto-indexing system are the text file and
the keyword file. The first part of the auto-indexing system is a matching
program that scans each characters in the text file and matches it against
a tree of words [ref. 4, 5lin the keyword file. An example of a tree of
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Keyword
share the same leading characters will be organized in a tree. Therefore

in the keyword file, there is a forest of keyword trees.

By this arrangement, the time needed for matching can be reduced. Let
n denotes the number of character in text and T denotes the average time
required to match a character against a tree of keywords, then, the total
time required to build the index file is nT. Of course, the result is
application depentent. It depends upon the content of the text and the
complexity of the trees of keywords. For the text of ancient document, we
found fhat each tree is rather simple, most of them are trieval, i.e. only
one or two words in a tree. Since hashing technigue can be easily applied

to located the related tree for a specific character, the value of nT is
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much less than the time required by a straight-forward matching method
whose matching time required is n.m.1l.t, where | represents the average
length of keywords, m the total number of keywords in the forest and t the

time required to match two characters,

As for the recall and precision functions of the retrieval method are
concerned, an example is given in Table-3. It can be easily proved that
according to our indexing method, the index file made by human
professionals is a sub-set of the indéx file found by the machine,
According to Table-3, the percentage of the false indexes are very low. It

is usually less than 5%.

The second part of the auto-indexing system is a text analysis
program that will eliminate some possible false indexes. The text analysis
program consists of a rule-based analyzer [ref. 6] which will eliminate
some false findings by examing the syntax information obtained during
matching. An example is given in Figure-6. Since the number of false
indexes are considerably small, this correcting process may be omitted in

some applications.



Table-3

§~-—— BT % auto-index FTEZIZ B ER ———- 3
: #
iF £21 Mar 11 08:04 hisZazzbk. ind #
E 156 Mar 11 08:04 hisZazzbk. iov #
# 2622 Mar 11 08:04 his2azznm. ind #
¥ 416 Mar 11 039:04 hisZazznm. iov ¥
¥ 5589 Mar 11 09:04 hisZ2azznu. ind ¥
# 104 Mar 11 039:04 hisZazznu, iov i
¥ 2070 Mar 11 039:04 his2azzof, ind #
i 0 Mar 11 09:04 hisRazzof. iov #
¥ b273 Mar 11 09:04 hisZaz=zpl, ind #
# 728 Mar 11 089:04 hisZazzpl, iov #
¥ 1587 Mar 11 09:04 his2azzvr. ind ¥
# 572 Mar 11 039:04 hisZazzyr. iov ¥
Totle memory space 20744 bytes
g—-—— WM T % partiasl auto-index TR ER -3¢
#
¥ 621 Mar 11 09:54 hisZmzzbk, ind #
¥ 156 Mar 11 039:54 hisZmzzbk. iov ¥
# 2622 Mar 11 09:54 hisZmzznm, ind #
# 416 Mar 11 09:54 hisZmzznm. iov #
¥ 5588 Mar 11 09:54 hisZ2mzznu, ind #
i 52 Mar 11 09:54 hisZmzznu., iov #
# 2070 Mar 11 09:54 hisZmzzoi. ind #
i 0 Mar 11 09:54 his2mzzof, iav i
# 65279 Mar 11 09:54 hisZmzzpl. ind #
¥ 208 Mar 11 09:54 hisZmzzpl. iov ¥
# 1587 Mar 11 09:54 hisZmzzvyr, ind #
* 624 Mar 11 09:54 hisZmzzyr. iov ¥
fTotle memory space 20187 bvies
The difference 547 bytes (about 2.B% >

auto-indexing.of all

~14-

: A comparision of Auto-indexing and human corrected partial
index files in EXF EEE.
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Application section

In our system, an application section is designed for interfacing the
retrieved text to user's applications. At present, the application section
providass two major functions; to establish user's own private indexing
system and to generate a card-system after user studied the text. A block
diagram that shows the app!ication section and its related system parts is

shown in Figure-7.

The application section will be activated by user's request during
retrieval. It provide users a manual-driven interface. Through the manual,
the user can establish his/her own private index file, and generates a
deck of cards on which a memo or a digest of the original text can be
written. After a deck of cards has been established, the user can use thenm

to create new document, such as essays, study reports, etc.



Conclusion

For illustration, two examples of search are given in Figure-8 and

Figare-9, respectively.

By the experience of project CTP, we like to state the following

comnents as the cenclusion of this paper:

1. There is a high demand of automating tool books usually
referenced by humanist. Most of these tools are knowledge-based in
nature. And thus, the automation involves the application of
knowledge-based systems and ‘Al technology. This is a field that
open to us for future development,

2. Natual language processing capability will directly enhence
the system performance and improve the friendliness of man-machine
interface. Even with very limited natual language processing
technigues, such as morphological analysis, do help a lot,

3. The representation of text is still worth doing research.

4. Application section needs further enhencement. Word processor,

text editor spread-sheet, note-card system, statistical package,

ete, can greatly facilitate the power of text-processing.
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